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EXECUTIVE ORDER

By the authority vested in me as President b
States of America, including the Federal P
as amended (40 U.S.C. 101 and 121(a)), it i

Section 1. Policy.

Free speech is the bedrock of Our Foundigé Fathers protected this
sacred right with the First Amendment itution, underscoring that the freedom to

The emergence and growt
about applying the ideal
Today, many Americans fol
their views on current event
these platforms funct

ears raises important questions
modern communications technology.
with friends and family, and share
a and other online platforms. As a result,
entury equivalent of the public square.

As President to free and open debate on the Internet.
Such debate is j s in our universities, our businesses, our
newspapers, and our. al to sustaining our democracy.

In a country th
limited number of onlin
convey online. This pract
powerful social media compa
dangerous power.

d the freedom of expression, we cannot allow a
o0 hand-pick the speech that Americans may access and
amentally un-American and anti-democratic. When large,
sor opinions with which they disagree, they exercise a

Online platforms, however, are engaging in selective censorship that is hurting our
national discourse. Tens of thousands of Americans have reported, among other troubling

I
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behaviors, online platforms “flagging” content as inappropriate, even though it does not
violate any stated terms of service; making unannounced and unexplained changes to policies
that have the effect of disfavoring certain v1ewp01nts, and deleting content and entire
accounts with no warning, no rationale, and no recour

At the same time social media platforms are
groundless justifications to censor or otherw1s
several online platforms are profiting from and
spread by foreign governments like China.
the Chinese Communist Party, which black
unfavorable to the Chinese Communist Party, ©
surveillance. Google has also established r

ing inconsistent, irrational, and
Americans’ speech here at home,
' aggression and disinformation
created a search engine for
“human rights,” hid data
etermined appropriate for
in China that provide
i d Twitter have accepted
that spread false information about
itter has also amplified China’s
ent officials to use its platform

advertisements paid for by the Chin
China’s mass imprisonment of religio
propaganda abroad, including b
to undermine pro-democracy

My commitment to fr
Therefore, it remains the P
from censorship in o

‘'ternet remains as strong as ever.
i States that lawful content should be free
. ideas. As a Nation, we must foster and
protect diverse vi unications environment where all Americans
can and should ansparency and accountability from online
platforms, and encou tools to protect and preserve the integrity and
openness of American di : ‘ 3 n of expression.

Sec. 2. Protectio i trar§ Restrictions. (a) It is the policy of the United
States to foster clear, noi atory ground rules promoting free and open debate on
the Internet. Prominent am ‘rules is the immunity from liability created by section
230 (c) of the Communications y Act (section 230). 47 U.8.C, 230, It is the policy
of the United States that the pe of that immunity should be clarified.
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Section 230(c) was designed to address court decisions from the early days of the
Internet holding that an online platform that engaged in any editing or restriction of
content posted by others thereby became itself a “publisher” of the content and could be
liable for torts like defamation. As the title of se 230 (c) makes clear, the provision
is intended to provide liability “protection” to ovider of an interactive computer
service (such as an online platform like Twitter) tk ages in “‘Good Samaritan’ blocking”
of content when the provider deems the content. (i erms of subsection 230 (c) (2) (A))
obscene, lewd, lascivious, filthy, excess. ly harassing, or otherwise
objectionable. Subsection 230(c) (1) broad states that i provider of an interactive
computer service shall be treated as a publ ontent provided by another
person. But subsection 230(c) (2) qualifies the provider edits the
content provided by others. Subpara esses protections from
“civil liability” and clarifies that ‘& previ is tected from liability when it acts in
“good faith” to restrict access to considers to be “obscene, lewd,
lascivious, filthy, excessively violel otherwise objectionable.” The
provision does not extend to ons restricting online content or

actions inconsistent with ., of service. When an interactive
computer service provider ® acce§§§%o content and its actions do not
meet the criteria of subpara is engaged in editorial conduct. By making
itself an editor of I ) ections of subparagraph (c¢) (2) (A), such a
provider forfeits a i N 1 d a “publisher or speaker” under subsection
230(c) (1), which )1 i :C ) provider that merely provides a platform for
content supplied b i olicy of the United States that all departments and
agencies should app ing to the interpretation set out in this section.

(b) To further advance
days of the date of this
Telecommunications and In & Administration (NTIA), shall file a petition for
rulemaking with the Federa unications Commission (FCC) requesting that the FCC
expeditiously propose regulati " to clarify:
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(i) the conditions under which an action restricting access to or availability of
material is not “taken in good faith” within the meaning of subparagraph (c) (2) (A) of
section 230, particularly the conditions under which such actions will be considered
to be: £

(1) deceptive, pretextual, or inconsiste or
(2) the result of inadequate notice or
having been undertaking without a

(ii) Any other proposed regulations to

advance the policy described in subsect

G
on Adverti§%§@ with Online Platforms
each executive department and agency

Sec 3. Prohibition on Spending Federals
That Violate Free Speech Principles.

(agency) shall review its agency’s Fe advertising and marketing paid to
online platforms. Such review shall inc ' money spent, the online platforms
supported, the viewpoint-based ech by each online platform, an

ér such agency’s speech, and the
dellars to online platforms not

assessment of whether the
statutory authorities ava

(b) Within 30 days
findings to the

er, the head of each agency shall report its
fﬁ%nt and Budget.

Sec. 4. Federal eptive Practices. (a) It is the policy of the
United States that latforms, such as Twitter and Facebook, as the
functional equivalent ional "public forum, should not infringe on protected
speech. The Supreme C
square, “can provide perha

ribed that social media sites, as the modern public
powerful mechanisms available to a private citizen to
make his or her voice heard kingham v. North Carolina, 137 S. Ct. 1730, 1737 (2017).
Communication through these ch els has become important for meaningful participation in
American democracy, including to petition elected leaders. These sites are providing a
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public forum to the public for others to engage in free expression and debate. Cf. PruneYard
Shopping Center v. Robins, 447 U.S. 74, 85-89 (1980).

{b) In May of 2019, the White House Office of Digital i&%@tegy created a Tech Bias Reporting
tool to allow Americans to report incidents of onlinedegensorship. In just weeks, the White
House received over 16,000 complaints of online orms censoring or otherwise taking
action against users based on their political vie The White House Office of Digital
: ing Tool to collect complaints

of online censorship and other potentially u
platforms and shall submit complaints receiv
Trade Commission (FTC).

{c}) The FTC shall consider taking a : < g%gdstent with applicable
law, to prohibit unfair or deceptive’ 53 in or affecting commerce, pursuant
to 15 BU.S.C. 45. Such unfair or de ractice shall include practices by
entities regulated by section 230 that | ways that do not align with those
entities’ public representat ion

(d) For large internet pi : : as for public debate, including the
social media platform Twi é also ronslder whether complaints allege
violations of law that mellc-v ici t forth in section 4(a) of this order. The
FTC shall develop a ts and make the report publicly available,
consistent with ap

Sec. 5. State Revi
establish a workin
prohibit online platf
working group shall in
appropriate and consisten

sceptive Practices. (a) The Attorney General shall
potential enforcement of State statutes that
in unfair and deceptive acts and practices. The
\ttorneys General for discussion and consultation, as

{(b) The White House Office o igital Strategy shall submit all complaints described in
Section 4(b) of this order to the working group, consistent with applicable law. The working
group shall also collect publicly available information regarding the following:
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(i) monitoring or creating watch-lists of users based on their interactions with
content or users (e.g., likes, follows, time spent); and

(ii) monitoring users based on their activity off #he platform.

e term “online platform” means any
share content or engage in social

Sec. 6. Definition. For purposes of this orde
website or application that allows users to crea
networking, or any general search engine.

Sec. 7. General Provisions.

(a) Nothing in this order shall be con therwise affect:

(i) the authority granted
head thereof;

nt or agency, or the

(ii) the functions of the D ice of Management and Budget

egislative proposals; or
(iii) existing ri ernational agreements.

(b) This order shall be tent with applicable law and subject to the
availability of appro ’ '

(c) This o
substantive or pro
States, its depart
other person.

“does not, create any right or benefit,
t law or in equity by any party against the United
ities, its officers, employees, or agents, or any



